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The article addresses the lack of adequate legal mechanisms regulating the use of copyrighted works 
in the training of artificial intelligence (AI) algorithms, particularly in the context of copyright law. 
The author argues that current licensing solutions, especially those based on collective rights man-
agement organizations are insufficient given the scale and nature of AI training operations. In re-
sponse, the article proposes the adoption of a statutory compensation model inspired by the copy lev-
ies system used in the European Union. Under this framework, AI developers would be required to 
pay a fee for using protected content, with the proceeds distributed by authorized organizations to the 
rightsholders. The article analyzes both the advantages and limitations of this model, highlighting its 
potential as a tool for balancing the interests of creators and the innovation sector. The author con-
tends that only a fair and systemic compensation mechanism can ensure the sustainable development 
of both AI technologies and creative industries.  
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Abstract: 
 

The article addresses the lack of adequate legal 
mechanisms regulating the use of copyrighted works 
in the training of artificial intelligence (AI) algo-
rithms, particularly in the context of copyright law. 
The author argues that current licensing solutions, 
especially those based on collective rights manage-
ment organizations are insufficient given the scale 
and nature of AI training operations. In response, 
the article proposes the adoption of a statutory com-
pensation model inspired by the copy levies system 
used in the European Union. Under this framework, 
AI developers would be required to pay a fee for us-
ing protected content, with the proceeds distributed 
by authorized organizations to the rightsholders. 
The article analyzes both the advantages and limita-
tions of this model, highlighting its potential as a 
tool for balancing the interests of creators and the 
innovation sector. The author contends that only a 
fair and systemic compensation mechanism can en-
sure the sustainable development of both AI tech-
nologies and creative industries. 
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Introduction 
 
The use of copyrighted works and related 

subject matter by artificial intelligence (AI) of-
ten occurs in violation of copyright law. Such 
infringements may concern both input data 
and output content generated by AI algo-
rithms. In particular, with respect to input da-
ta, attention must first be paid to the training 
process of AI systems, which relies on large da-
tasets many of which consist of works protect-
ed by copyright. The training of AI involves 
analyzing and processing vast amounts of data 
to develop models capable of generating new 
content or making decisions. These data 
sources frequently include books, newspaper 
articles, images, music recordings, photo-
graphs, and other forms of creative expression 
protected under intellectual property law. The 
absence of appropriate authorization for using 
such works raises significant legal concerns, 
especially in the context of potential violations 
of both the moral and economic rights of au-
thors (Škiljić, 2021, p. 1338–1345). 

In both legal scholarship and courtrooms 
across various jurisdictions, a vigorous debate 
is ongoing as to the extent to which the use of 
copyrighted content in AI training constitutes a 
breach of existing copyright rules (Geiger, 
2021, p. 383–394; Margoni & Kretschmer, 2022, 
p. 685–701; Dermawan, 2023, p. 1–25). The lack 
of a unified approach makes it necessary to ex-

mailto:amadera@poczta.onet.pl


Annales Scientia Politica, Vol. 14, No. 1, 2025  Article 

40 

amine this issue through the lens of different 
legal systems. In practice, however, the most 
influential perspectives remain those of the 
United States and the European Union, as 
many democratic countries tend to follow the 
regulatory models developed within these two 
legal frameworks, particularly in the field of 
emerging technologies. 

In the United States, several high-profile 
lawsuits are currently underway. Organiza-
tions representing creators, as well as individ-
ual authors themselves, including the promi-
nent New York Times have initiated legal ac-
tion against major AI developers such as 
OpenAI, Midjourney, and Stable Diffusion. 
These cases concern the alleged unauthorized 
use of copyrighted materials in the training of 
AI models without proper licensing or consent 
from rights holders (Allyn, 2024). Such pro-
ceedings illustrate the scale of the issue and 
highlight the legal uncertainty in this area, 
which may lead to serious consequences. At 
the same time, they pressure lawmakers to 
adapt copyright law to the challenges posed by 
the rapid development of AI technologies. This 
issue goes beyond isolated claims and takes on 
a systemic dimension, as it touches upon the 
core principles of intellectual property protec-
tion in the digital age (Lim, 2023, p. 841–842). 

One possible response to this situation is the 
development of new legal mechanisms most 
notably, statutory compensation systems in-
spired by existing levy schemes such as the 
private copying levies in the European Union. 
Such mechanisms could offer fair remuneration 
to creators while enabling the continued 
growth of AI-based technologies. 

The following sections of the article present 
a proposal for the introduction of a statutory 
compensation model for AI training based on 
copyrighted works and related rights, inspired 
by the legal structure of private copying levies. 
The research questions addressed in the article 
concern the feasibility of adapting current legal 
frameworks surrounding copy levy payments 
to solve the problem of compensating creators 
for the financial losses incurred as a result of 
the use of their works and related subject mat-
ter in AI training. 

The aim of the article is to identify the po-
tential benefits and risks associated with such a 
model and to propose the legal modifications 
necessary to adapt the current reprographic 

levy system to contemporary technological 
conditions. The article adopts a doctrinal-
analytical approach, focusing on the examina-
tion, interpretation, and practical application of 
existing legal provisions. It employs normative 
analysis of copyright law regulations and doc-
trinal methods involving the examination of 
scholarly positions and legal literature. 
 

The AI Training Process in the Light of EU 
Law 
 
Currently, the law of the European Union 

does not comprehensively or directly regulate 
the use of copyrighted works in the process of 
training artificial intelligence (AI) algorithms. 
The Artificial Intelligence Act (AI Act), while 
a landmark legislative instrument setting the 
framework for the functioning of AI in Europe, 
does not explicitly resolve the issue of copy-
right infringement in this context. The provi-
sions of the AI Act regarding the training of AI 
models are limited to two obligations imposed 
on providers of general-purpose AI models: 

-  the obligation to comply with existing 
copyright law, in particular Article 4 of 
Directive 2019/790 (see Article 52c(1)(c) 
of the AI Act); and 

-  the obligation to prepare and publicly 
disclose a detailed summary of the con-
tent used in the training of AI models, in 
accordance with a template provided by 
the AI Office. 

It is important to note that these provisions 
are found in Chapter II of the AI Act, which 
concerns the “Obligations of providers of gen-
eral-purpose AI models”, and not in a separate 
section dedicated to copyright law, since no 
such section exists in the Act. Moreover, as 
stated in the final sentence of Recital 60ka of 
the AI Act: “This Regulation shall not affect the 
enforcement of copyright rules under Union 
law.” This means that the AI Act does not cre-
ate new copyright norms and cannot serve as 
a basis for interpreting existing copyright pro-
visions. In the EU legal framework, the rules 
applicable to AI training are instead found in 
Articles 3 and 4 of Directive (EU) 2019/790. 
This directive introduces rules on so-called text 
and data mining (TDM), which refers to the au-
tomated analysis of large datasets in order to 
extract information (Lemley, 2024, p. 190–200). 
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Directive 2019/790 provides for: a research 
exception in Article 3, which permits TDM by 
research organizations and cultural heritage in-
stitutions without the need to obtain authoriza-
tion from rights holders; and a commercial ex-
ception in Article 4, which allows TDM for 
commercial purposes, subject to the condition 
that rights holders have not opted out via an 
appropriate declaration. In practice, this means 
that if the rights holder has not issued an opt-
out declaration, AI developers may legally and 
freely use publicly available works for training 
purposes. However, if an opt-out has been ex-
ercised, a license must be obtained and appro-
priate remuneration paid (Rosati, 2019, p. 198–
210; Margoni & Kretschmer, 2022, p. 685–695). 
The definition of TDM is set out in Article 2 of 
Directive 2019/790 and refers to a set of meth-
ods and techniques for extracting useful infor-
mation from document collections by identify-
ing and using patterns from unstructured tex-
tual datasets. From a formal standpoint, TDM 
is limited to generating new information based 
on a corpus of documents, which can then un-
dergo processes such as text categorization, 
clustering, concept extraction, sentiment analy-
sis, or modeling relationships between ele-
ments (Truyens & Van Eecke, 2014, p. 153–170). 
The underlying purpose of TDM is to reduce 
the effort required to search through massive 
datasets of any type that meet the criteria of 
Big Data (Shemilt et al., 2014, p. 31–49). It is 
important to emphasize that the notion of an 
AI system is broader and goes far beyond the 
purpose of TDM, which is only to generate in-
formation containing patterns, trends, and cor-
relations. What distinguishes AI systems from 
TDM is their ability to generate entirely new 
content, texts, images, or other media, which 
did not previously exist. In this sense, AI sys-
tems can impart a unique expressive form to 
the extracted information, resulting in the crea-
tion of new, original outputs (Floridi & Chi-
araatti, 2020, p. 681–694). The key distinction 
lies in the fact that TDM alone does not gener-
ate new creative works, but merely extracts in-
formation, which may serve as a starting point 
for the subsequent production of texts, films, or 
other media (Tylec et al., 2024, p. 5–13; Zewe, 
2023). 

Although the DSM Directive provides a le-
gal framework for the lawful use of protected 
materials in AI training, it does not fully re-

solve the issue of appropriate remuneration for 
creators. When rights holders exercise the opt-
out clause, a license must be obtained on mar-
ket terms, but the practical implementation of 
this model poses significant challenges. Tradi-
tional licensing systems operated by collective 
management organizations are ill-suited to the 
specific nature of AI training, which involves 
analyzing hundreds of millions of works—
often in an automated and large-scale manner 
(Geiger et al., 2018a, p. 95–112; Geiger et al., 
2018b, p. 814–844). 
 

The Traditional Licensing System as an 
Inadequate Solution for AI Training 

 
The traditional licensing system for works, 

operated through collective management or-
ganizations, was designed to regulate relative-
ly limited and individual access to protected 
content. It is based on the premise that the use 
of a work is concrete, identifiable, and attribut-
able to a specific party and context. Each in-
stance of use, whether it be playing music, 
publicly performing a literary work, or repro-
ducing an image, can be clearly identified, 
documented, and covered by a relevant license 
entitling the rightsholder to specific remunera-
tion. The nature of training artificial intelli-
gence (AI) models fundamentally differs from 
this traditional scenario. AI training involves 
processing and analyzing vast datasets, which 
often include hundreds of millions of copy-
right-protected works (Korngiebel & Mooney, 
2021, p. 1). This process is massive, automated, 
and executed on a bulk scale, which gives rise 
to several significant legal and organizational 
challenges (Senftleben et al., 2022, p. 67–86). 
The primary issue is the inability to individual-
ly identify the works and related subject matter 
used in AI training. In the case of traditional li-
censes, it is possible to determine which specif-
ic work is being used and in what context. Dur-
ing AI training, however, input data is ana-
lyzed in aggregate, and individual works often 
lose their distinctiveness during processing, 
making it impossible to monitor and license 
usage at an individual level. The second prob-
lem is that traditional collective management 
organizations are not equipped to handle 
transactions involving hundreds of millions of 
works simultaneously. From both technical 
and administrative standpoints, negotiating 
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separate licenses for each potentially used 
work is unfeasible. A third essential aspect of 
the phenomenon is that AI training is conduct-
ed without human involvement at the content 
analysis stage. This process relies on automatic 
“reading” of data by algorithms, without the 
conscious act of use characteristic of traditional 
uses of works. As a result, the classical model, 
built on conscious, traceable exploitation, be-
comes obsolete. Furthermore, traditional li-
censing models depend on usage reporting and 
remuneration schemes that are not suited to 
the aggregate and statistical nature of AI train-
ing. Existing mechanisms do not provide tools 
to effectively calculate remuneration based on 
the actual scope of work usage in training. 
Consequently, the traditional licensing system 
proves inadequate in the context of AI technol-
ogies. In theory, it would be possible to require 
AI model developers to obtain licenses before 
training begins. However, as outlined above, 
such a system would be practically unworkable 
(Samuelson, 2023, p. 159–161; Senftleben, 2024, 
p. 1–28). 

The rise of generative AI models has thus 
necessitated a reassessment of the adequacy of 
traditional copyright licensing regimes. The 
conventional approach, which relies on indi-
vidual licenses granted through collective 
management organizations, is not adapted to 
the scale and automation characteristic of AI 
training, which involves bulk analysis of hun-
dreds of millions of works, often in fragmen-
tary form (Geiger & Iaia, 2024, p. 1–24). In re-
sponse, various legislative and technical mod-
els have been proposed to reconcile the inter-
ests of creators with the advancement of tech-
nology (Sag, 2023, p. 316–321). 

One prominent proposal is the introduction 
of a so-called statutory license. This solution, 
supported by scholars such as Christophe Gei-
ger and Valentino Iaia (Geiger & Iaia, 2024, p. 
1–24), would allow AI developers to use copy-
righted works without individual prior con-
sent. After use, the works would be identified, 
remuneration would be calculated, and pay-
ments would be distributed to rightsholders, 
with the process potentially managed by col-
lective management organizations or special-
ized copyright institutions. Geiger and Iaia 
emphasize that this construction would respect 
creators’ rights while eliminating the unrealis-

tic burden of obtaining licenses for each indi-
vidual work. 

An alternative model is the implementation 
of an Extended Collective Licensing (ECL) 
scheme, already functional in certain legal sys-
tems such as in the Nordic countries. Spain, for 
instance, has proposed adopting an ECL model 
for training general-purpose AI models (Nobre, 
2024). Under this framework, collective man-
agement organizations would be authorized to 
grant licenses on behalf of all authors, includ-
ing non-members, while authors would retain 
the right to opt out. ECL simplifies the licens-
ing process and reduces transaction costs, mak-
ing it an attractive tool for regulating large-
scale data usage in AI training. A similar solu-
tion was introduced in the United Kingdom in 
2025, allowing for legal and transparent use of 
protected content while ensuring financial 
compensation for authors without requiring 
individual negotiations (The Guardian, 2025). 

In the United States, the “Generative AI 
Copyright Disclosure Act” is currently under 
consideration. This bill would require AI de-
velopers to report to the Copyright Office the 
list of works used in model training at least 
30 days before public release. While the pro-
posed legislation does not create a remunera-
tion system, its purpose is to increase transpar-
ency and empower authors to monitor the use 
of their works (Kline, 2024). 

Another proposed solution involves devel-
oping a system in which creators receive com-
pensation proportional to the contribution of 
their works to AI training. This would require 
implementing a mechanism for tracking the in-
fluence of specific works on AI model perfor-
mance and automating the compensation allo-
cation accordingly. While technologically am-
bitious, such a system would necessitate so-
phisticated methods for analyzing the contri-
bution of individual data to machine learning 
processes (Wang et al., 2024; Senftleben, 2024, 
p. 1–28). 

At present, none of the above proposals of-
fers a perfect solution. However, statutory li-
censes, extended collective licensing, and dis-
closure-based mechanisms appear better suited 
to address the challenges of the large-scale, au-
tomated nature of AI training than the tradi-
tional model. Future research should focus on 
developing effective and equitable compensa-
tion systems that reconcile rapid technological 
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advancement with robust copyright protection. 
In the author's view, the concept of copy levies 
payment holds significant potential in this con-
text. Under such a model, AI developers would 
pay a fee as compensation for the use of copy-
righted works in model training, analogous to 
the payments made by manufacturers of copy-
ing devices under private copying schemes. 
This analogy suggests that adapting the repro-
graphic levy system could be a viable solution 
for licensing protected works in the context of 
AI training. However, this approach would re-
quire careful tailoring to the specificities of AI 
technologies and the establishment of appro-
priate control and distribution mechanisms. 
 

Proposal for a New Solution: A Statutory 
Compensation System 

 
Given the challenges outlined above in 

adapting the existing licensing framework to 
new technological conditions, the implementa-
tion of a statutory compensation system mod-
eled on the legal framework of private copying 
levies deserves serious consideration. This sys-
tem, which operates in many European coun-
tries, imposes levies on manufacturers, import-
ers, and distributors of devices and media that 
enable the copying of works, in order to com-
pensate creators for losses stemming from pri-
vate copying of their works. Similarly, in the 
context of AI, fees could be levied on AI model 
developers or service providers that use pro-
tected works to train algorithms. These funds 
could then be distributed to rights holders by 
specialized organizations, ensuring fair remu-
neration and balancing the interests of users 
and rights owners. The private copying levy 
system constitutes one of the pillars of the Eu-
ropean copyright protection regime. It entails 
an additional fee imposed on manufacturers, 
importers, and distributors of specific devices 
and storage media capable of copying legally 
protected works. The reprographic levy can be 
described as a compensatory payment intend-
ed to remunerate copyright and related rights 
holders for lost potential income resulting from 
the private copying of their works. The mecha-
nism applies to devices such as printers, scan-
ners, smartphones, tablets, computers, DVD 
burners, and storage media like CDs/DVDs, 
USB drives, memory cards, hard drives, and 
servers (Oksanen & Välimäki, 2005, p. 25–30; 

Netanel, 2003, pp. 5–25; Fisher, 2004, pp. 199–
210). Generally, the fee is collected from enti-
ties placing these products on the market 
(manufacturers, importers, vendors), and sub-
sequently redistributed through collective 
rights management organizations to the enti-
tled parties. The reprographic levy system 
supplements the legal framework of the so-
called private use exception. This exception al-
lows individuals to make copies of works and 
related subject matter for personal use, mean-
ing they are not required to obtain the author’s 
permission each time. In exchange, rights hold-
ers receive financial compensation. One of the 
central goals of this solution is to strike a bal-
ance between the rights of authors and public 
interests. Users can legally copy works for per-
sonal purposes, while rights holders are guar-
anteed fair compensation. The legal basis for 
the EU's copy levy system is found in Directive 
2001/29/EC. Article 2 of this directive guaran-
tees authors the exclusive right to authorize or 
prohibit reproduction of their works, while Ar-
ticle 5(2)(b) allows Member States to introduce 
exceptions for private copying provided that 
rights holders receive fair compensation. While 
this system enables access to content, support-
ing education, culture, and innovation, it also 
safeguards the financial interests of authors 
and their successors. However, it is important 
to recognize that the mechanism is designed to 
compensate for losses resulting from legal cop-
ying; it does not address unauthorized uses. It 
was created to balance the financial losses suf-
fered by authors and rights holders due to law-
ful private copying of their works in non-
commercial settings (Hugenholtz, 2012, p. 184–
200). Currently, the system is operational in 25 
out of 27 EU Member States, though its forms 
vary significantly in terms of rates, scope, col-
lection, and distribution procedures. 

As previously stated, the author believes 
that adapting the concept of the copy levy sys-
tem to the training of AI models is a promising 
avenue. This solution, however, would need 
modification to function effectively under the 
technological realities of AI. One notable ad-
vantage is administrative simplicity: the repro-
graphic levy system is relatively easy to im-
plement and manage, which may facilitate its 
adaptation to AI needs. Collective rights man-
agement enables efficient handling of rights 
through organizations, which benefits creators 
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lacking resources for individual negotiations. 
However, a drawback of the reprographic levy 
model is its inability to precisely determine 
which works were used in AI training, poten-
tially leading to unequal remuneration. Yet this 
limitation aligns with the very nature of AI 
training processes, which inherently lack 
transparency regarding the specific works 
used. The absence of precise tracking may dis-
courage creators from making their works 
available, fearing a loss of control. Additional-
ly, without proper oversight mechanisms, such 
a system could be vulnerable to abuse and inef-
ficient fund allocation. This solution could be 
enhanced by incorporating a proportional re-
muneration model, where creators are com-
pensated based on the contribution of their 
works to AI training. As noted above, this 
would require technological systems capable of 
tracking and evaluating the influence of indi-
vidual works on AI model performance, allow-
ing for more accurate attribution of payments 
to specific authors. 

Traditional reprographic levies apply to 
physical media and copying devices. In the 
context of AI, these should be extended to cov-
er training processes involving copyrighted 
content. This would mean imposing levies on 
companies developing AI models, proportion-
ate to the extent of protected material used in 
training. To effectively adapt the copy levy 
framework to the AI context, it is essential to 
account for the unique characteristics of AI 
model training and establish suitable oversight 
and fund distribution mechanisms. The first 
necessary step appears to be implementing 
a requirement for transparency in training da-
ta. AI developers should be mandated to dis-
close information about the sources of data 
used for training in a way that enables identifi-
cation of the rights holders. This would en-
hance transparency and allow creators to moni-
tor the use of their works. A good example of 
such an initiative is the aforementioned “Gen-
erative AI Copyright Disclosure Act” proposed 
in the United States, which would require AI 
companies to report to the Copyright Office 
any copyrighted works used for AI training 
(Jernite, 2023; Warso et al., 2024, p. 1–3; 
Senftleben, 2024, p. 1–28). 

Another recommended step is the creation 
of a central registry of works used in AI train-
ing. Such a registry would allow creators to 

register their works and monitor their use, im-
proving copyright management and the distri-
bution of levy funds (Ziaja, 2024, p. 453–459; 
Keller & Warso, 2023; Senftleben, 2024, p. 1–
28). Furthermore, it would be beneficial to es-
tablish a specialized organization or authority 
responsible for managing the distribution of 
funds collected from AI developers. This body 
could function similarly to existing collective 
rights management organizations, ensuring 
equitable allocation of resources. In the au-
thor’s view, implementing the measures out-
lined above would allow for the effective adap-
tation of the copy levy system to the context of 
AI, ensuring protection for creators’ rights 
while supporting the development of innova-
tive technologies. 
 

Conclusion 
 

The ongoing debate regarding the relation-
ship between copyright and the development 
of artificial intelligence increasingly centers on 
a critical question: Does the obligation to re-
munerate creators for the use of their works by 
AI systems hinder innovation? In the author’s 
view, this argument deserves critical reconsid-
eration. On the contrary, a balanced, fair, and 
rationally established compensation system for 
the use of creative works may contribute to 
genuine innovation growth in both the AI de-
velopment sector and the creative indus-
tries.Well-designed copyright frameworks are 
not a barrier to innovation but a prerequisite 
for its sustainable development. Protecting au-
thors' rights and ensuring their participation in 
revenues generated from their works creates 
incentives for continued creative output—
without which AI systems, which rely on 
source content, would lack the necessary mate-
rial to enhance their models. The absence of 
such regulation threatens to erode the “creative 
ecosystem,” which is the foundation of cultur-
ally driven technology (Geiger & Iaia, 2024, 
p. 1–9). Moreover, implementing a fair remu-
neration mechanism reduces legal risk for 
technology companies. AI developers operat-
ing in a gray zone of legal uncertainty face high 
litigation costs and the risk of damages for 
copyright infringement. Establishing transpar-
ent licensing and compensation rules would 
provide a more stable business environment, 
promoting long-term investment and innova-
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tion. In addition, copyright law serves as an in-
strument of cultural policy, aimed at balancing 
the interests of creators and users. Relying sole-
ly on free, unregulated access to creative con-
tent for AI systems could lead to a crisis in the 
creative sector and, over time, to a depletion of 
the resources on which machine learning tech-
nologies depend. Such a scenario not only 
threatens cultural diversity but also under-
mines the sustainable growth of the innovation 
ecosystem. Balanced copyright protection in 
the context of AI is not only a market necessity 
but also a response to the core values of the Eu-
ropean Union, such as the protection of creativ-
ity, the dignity of labor, and fair compensation. 
Rational compensation mechanisms for crea-
tors whose works are used in AI training are 
not an obstacle to innovation, rather they are a 
condition for its sustained and equitable devel-
opment in both the technology and creative 
sectors. The need for change is further sup-
ported by the many legislative proposals cur-
rently under discussion. In the EU, these in-
clude: mandatory disclosure of training content 
used for general-purpose AI models, strength-
ening the opt-out mechanism under Article 4 of 
the DSM Directive, potentially through auto-
mated tools for rights exclusion, proposals to 
introduce new regulations for “legal TDM” in 
commercial data use by AI, with a focus on fair 
compensation for creators even without active 
opt-out declarations. Consultations are under-
way in the European Parliament and Commis-
sion on a new sector-specific act concerning da-
ta used by AI, which could establish a manda-
tory compensation system akin to reprographic 
levies (statutory remuneration schemes). As 
this overview shows, all current legal devel-
opments aim to: increase transparency in the 
use of protected content, ensure fair compensa-
tion for authors, minimize legal risks for AI 
developers, and maintain a balance between 
innovation and intellectual property protec-
tion. The dynamic pace of legislative reform in 
this field indicates that lawmakers across juris-
dictions have recognized the urgent need to 
adapt legal frameworks to the technological re-
alities of AI. This paper aligns with those ef-
forts by advocating for a new legal approach 
based on the well-established copy levies pay-
ment model. 
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